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| nfor mation Assurancein Networked Enterprises:
Definition, Requirements, and L ab Experiments’

Thomas Bellocci, Chwee Beng Ang, Parbati Ray, and Shimon Y. Nof

ABSTRACT

With the dramaic growth of information exchanges within  and  between
organizations, mgor concerns emerge about the assurance of information. Without
cler knowledge of the true needs for information assurance, a company may employ
local, specidized solutions that are too redtrictive, or not comprehensive. On the other
hand, cost-effective, variddle integrity and varidble security may be economicdly
judtifiable and adequate for certain Stuations and decisions.

Therefore, a new definition of information assurance has been developed following
the TOM approach. It describes assurance as a combination of information security,
integrity, and sgnificance.

The requirements of information assurance are presented and have been judified on
the bass of concrete results obtained from the lab experiments that were conducted.
The experiments and results have been briefly discussed in this paper.
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1. Introduction:

Companies are becoming incressingly dependent on their information sysems. They
have new requirements regarding the trustworthiness and vaue of ther information.
Therefore, it is of dgnificant importance to devdlop a new gpproach of assuring
information, not only based on security as defined by computer scientists, but adso by
conddering the integrity, relevance, and other aspects of the qudity of informetion
displayed to the users.

In today’s companies, information systems not only support business functions but are
adso an integrd pat of budness operations. For example, ERP systems (Enterprise
Resource Planning) are now essential for organizations and their supply chains. Incorrect
information in ERP systems can have serious consequences for the inter-networked
companies. [See “Experimentd Results’]

In this computing environment, having a secure information sysem is no longer
aufficdent. Companies are now seeking new agpproaches regarding the adminigration of
digributed information sysems [1--3]. At the same time, workers need more and
repeated training to operate with increesingly complex information systems, they look
upon security practices @ a factor in dowing them down in performing their jobs. Hence,
it is necessary to automate the required assurance practices as much as possible, and to
expect the information sysem to apply them, not the workers who interact with the
system as part of her job. In other words, information assurance tasks must be handled
in the background, in pardld with the users working with the sysem’'s information. The
chdlenge is to asceartain what the true assurance requirements are for given indudtries,
and to develop the most effective means to address these requirements.

It appears that companies can no longer be content with what traditiondly has been
defined as information security. A broader view of information assurance is hence
needed, and a globd improvement in the trustworthiness and vaue-addition of
information must be achieved. The approach taken by this research project involves
surveying the assurance requirements and developing active protocols and autonomous
agents to assure information in networked enterprises, as an extension to our previous
research in this direction [4, 5]. Our purpose in this paper is to explain the approach of
information assurance tha we have deveoped so far from the viewpoint of industrid
engineering and information management, and judtify this gpproach.

2. LiteratureReview:

In the literature deding with information management, different agpproaches can be
found. On one hand, an approach emphaszing information’s accuracy, vaue-addition
and related features [1], and on the other hand, an gpproach focusng on information
security from internal and externd thresats [6--10]. The topic of information assurance has
been previoudy defined by manly computer scientists. According to the literaiure, the
following definitions may be found.



2.1. Network Security:

Network security management is defined [9] as “supporting security policies by
monitoring and controlling security  services and  mechanisms,  didributing
security information, and reporting security events” The functions associated
with network security management are: controlling access to resources, retrieving
and achiving security information, and managing and controlling the encryption
process. It is dso explaned that security requires confidentidity, integrity,
authentication, access control, non-repudiation and availability.

2.2. Security Requirementsin Distributed Systems:

Security  requirements  in  distributed sysems [10] include:  identification and
authentication, trusted recovery, security management, trusted path, access
control, audit, avallability, cryptography, data confidentidity, and data integrity.

2.3. Automated Information System Security:

According to [11], automated information system security implies “the totdity of
security safeguards needed to provide an acceptable level of protection for the
system and for data handled by it.”

2.4. Assurance;

Assurance in computer security, according to [11], is a "measure of confidence
that the security festures and architecture of an automated information system
accurately mediate and enforce the security policy.” Furthermore, if the security
features of this system are relied upon to handle sengtive information and restrict
user access, the festures must be tested to ensure that the security policy is
enforced during operation. A dightly different definition is provided in [12]:
“Assurance is a measure of confidence in the accuracy of a risk or security
measurement”.

. TQM Approach of Information Assurance:
3.1. Definition:

As mentioned above, companies require more than information security. Wang
[1] pointed out the need for companies to have information that has intrindc,
access, contextual, and representationd dimensons by applying Totd Qudity
Management to data In our opinion, Wang's useful work can be combined with
further congderation of security aspects. When information systems become the
gpind cord of modern companies, these companies must have a reiable system
that provides secure and useful information, and these sysems have to manage
security and assurance problems by themsalves.



Based on our initid work, we have concluded that an information system is
worthwhile for companies if it can ensure tha its information is secure, keeps its
integrity, and mantan its dgnificant vaue for users. Therefore, we define
information assurance (Figure 1) as the combination of:

1) Information security
2) Information integrity
3) Information sgnificance

Information security means protecting information from maicious thrests and
damage due to externd or interna sources.

Information integrity should be undersood as permanency of the information
during communications and storage.

Ladtly, information significance refers to the vaue that the intended user can get
out of the information when ghe recaivesit.

More details about these definitions areincluded in Table 1.

Information Assurance

Information Security Information Integrity Information Significance

Figure 1. Broad view of Information Assurance

The definition commonly used in computer sciences, as defined above (by [11,12])
does not fit the broader view of our information assurance problem. The broader view
congders assurance from the viewpoint of “qudity assurance’. Therefore, the
definition that we will useisasfollows

Information assurance combines the requirements of information security,
integrity and significance.

Asauring information means having a safe information sysem, which guarantees
that information is secure and a the same time keeps its integrity and its
sgnificance during its lifetime.

The god of information assurance is to provide trustworthy and dgnificant
information to users in operationd, service sysems tha rely on the information
for the fulfillment of their objectives.

3.2. Requirements:

Our priminary andyss has generated a lig of dl the requirements that a
company must fulfill if it wants to assure its information (Table 1). For each
category, a non-exhaudive lis of measures is shown that can guarantee that the
caegory is fulfilled. Currently, the examples (in itdics) are technicd issues that
may change with the state of the art.




One mugt understand that Table 1 points out comprehensve reguirements (non
itdic) that must be fulfilled to assure information in networked enterprises. It can
be noticed that some of the requirements specified for information security have
been previoudy described in [2] regarding the RACF parameters.

Table 1 — Requirements to assure information

I nfor mation Assurance

Information Security
requires.

Information Integrity
requires:

Information Significance
requires:

Protection against exter nal

threats:

- Anti-virus, hacking watch
Firewalls
Encryption, personalization
System authorizations
(login + password)

Access profiles management:
Profiles and attributes definition:
Users groups
Class authorizations
Attribute of groups
Profiles and attribute
maintenance:
No user with non-standard
password intervals
No userids that have never
been used, or inactive users

Data logging:
Global accesstable entries
Sarted task table entries
Class descriptor table entries
Dataset name table entries
Range table entries
Inbuilt audit trails

Data management:

- Déefinition of sensitive dataset
profiles
Definition of general
resources profiles

Data integrity:
Preventing data decay
Preventing accidental
loss of data
Updating and
maintenance

Communications

mtegrlty
Assuring quality of
communications links
Recovering from
transmission failures
Ensuring that the
data of recelver and
sender map correctly

System recovery:
Restarting the system
after it crashes
Reverting to stable
state after system
interruption

Intrinsic value of

information:

- Accuracy
Objectivity
Believability

Contextual value of
information:
- Relevancy
- Value-added
Timeliness
Completeness
Correct amount of data

Representational value of
infor mation:
- Interpretability
Ease of understanding
Concise representation
Consistent representation




4. Experimental Results:

Following our lig of requirements, it was concluded that there are three possible
dgtuations for communications in an ERP sysem. The user can ether get correct
information, correct but delayed, or wrong information.

This theoretical analys's has been supported by some experiments.

As a gep in refining the assurance requirements survey and showing the variable
needs in information assurance, experiments have been conducted with an ERP
software  amulator-trainer  caled MICSS (Management Interactive Case  Study
Simulator) [16]. MICSS was developed to smulate the functioning of a company
with ateam-oriented view.

A st of experiments, usng this software, was conducted to smulate falures in
information exchange and the potentiad consequences of subsequent falures on the

company.
4.1. Problem:

It has been discovered that we can encounter 3 scenarios regarding information in
an ERP system. A dataitem can indeed be correct, correct but delayed, or wrong.
Hence, we decided to study the influence of the following parameters on these
scenarios. dataset (type of data affected by informeation failure), length of delay
and error sze (difference between the correct data and the wrong value).

Firg a class experiment involving the undergraduate students of course IE332 was
conducted. This provided us with a large amount of data that was andyzed [17].
The measures were not fully reiable to cary out a degp datidica andyss.
Nevertheess, it showed interesting trends that encouraged us in organizing our
own experiment, where we could magter al the parameters. The results of our
team lab experiment are presented in the following paragraphs.

4.2. Methodology:

MICSS
MICSS (Management Interactive Case Study Simulator) [16] is an ERP smulator
that has been developed to smulate the functioning of a company with a team
oriented view.
MICSS has four views of a company, namely Marketing, Production, Purchasing
and Finance. Each of these views has certain policies, which combine in an
optima way in order to be profitable for the company. However often the four
departments of the company are unable to communicate properly and this cresates
discrepancies in the policies developed and hence, in information assurance.
MICCS enables us to smulate the functioning of a company through one year.
We divided this period of one year into 6 periods of 2 months.



Desgn of Experiment

We have decided to study 4 factorsin this experiment.

Factor 1.

Dataset; with 4 levels. Prices, QLT (Quoted Lead Time), Batch Sze, and Order
Levels.

Factor 2:

Failure type; with 2 levds “wrong information”, and “ddayed information”
Factor 3 (nested in “wrong information”):

Error size; with 2 levels“vaue doubled’, and “vadue haved”.

Factor 4 (nested in “delayed information”):

Length of delay; with 2 levels “4 months’, and “8 months’.

So, wefindly had 17 scenarios to smulate:

Lig of dl the scenarios.

- Correct information:
(1) Basdine palicy

- Wrong information:

(2) QLT doubled

(3) Pricesdoubled

(4) Batch Size doubled

(5) Order Leve doubled

(6) QLT divided by 2

(7) Pricesdivided by 2

(8) Batch Size divided by 2
(9) Order Leve divided by 2

- Delayed information:

(10) QLT ddayed 4 months

(11) Pricesddayed 4 months

(12) Bach Sze ddayed 4 months
(13) Order Leve delayed 4 months
(14) QLT ddayed 8 months

(15) Pricesdelayed 8 months

(16) Batch Sze ddayed 8 months
(17)  Order Leve ddayed 8 months

Metrics
The Profit and the Due Date Performance (DDP) were recorded at the end of each
period of 2 months. Profit represents how the whole company is performing, and
the DDP gives an idea of how well the company is organized.
For each scenario 10 runs per year were conducted in order to have a statitica
overview of the results.



Wrong information scenarios
A data of the basdline policy is modified (double or haf) and MICSS is run for 2
months. Then the data is corrected and MICSS is run for intervals of 2 months to
reach the end of the year.

Delayed information scenarios
A data of the basdine policy is modified (data-25%, because it is a redidic vaue
that can be encountered in the functioning of the company). Then MICSS is run
for 4 or 8 months, for intervals of 2 months, depending on the length of the delay
we were amulating. Then the data is corrected and MICSS is run for intervas of
2 months to reach the end of the year.

Satidicd Andyss
The hypothesis of the experiment was that the profits and DDP of the company in
the case of ddayed and wrong information would be different from the case of
correct information
Ho = Peformance (Profit or DDP) in the case of information failure
(ddlayed or wrong information) is Smilar to the performance of the correct
informetion.
H1 = they are Sgnificantly different.
a = 0.05 (a95% confidence interval to prove the hypothess.)
if pva £ 0.05,we can conclude with 95% confidence that we reject the
null hypothessHp
To veify the above hypothess the data was andyzed usng single factor
ANOVA, an andysistool in EXCEL.

4.3. Results:

The observaions haven't been andyzed like a nested design. We didn't need dl the
information given by a nested dedgn andyss. For smplicity and time saving, we
have used sngle ANOV As to compare each time two different scenarios.

For each dataset, the following comparisons are presented in [18]:
Dataset delayed 4 months/ Basdline policy (for profit and DDP).
Dataset delayed 8 months/ Basdline palicy (for profit and DDP).
Dataset wrong hdlf / Basdline palicy (for profit and DDP).

Dataset wrong double / Basdline policy (for profit and DDP).

The datasets are presented in this order: Prices, QLT, Batch Size, Order Leve.
Then, the influence of the length of the time delay and of the difference between the
wrong and correct data are presented.

Summary of the graphs that can be found in [18]:

Prices
Fig.Al - Dataset delayed 4 months/ Basdine policy (for profit and DDP).
Fig.A2 - Dataset delayed 8 months/ Basdline policy (for profit and DDP).
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Fig.A3 - Dataset wrong hdf / Basdline policy (for profit and DDP).

Fig.A4 - Dataset wrong double / Basdline policy (for profit and DDP).
QLT

Fig.A5 - Dataset delayed 4 months/ Basdine policy (for profit and DDP).

Fig.A6 - Dataset delayed 8 months/ Basdline policy (for profit and DDP).

Fig.A7 - Dataset wrong half / Basdine policy (for profit and DDP).

Fig.A8 - Dataset wrong double / Basdline policy (for profit and DDP).
Batch Sze

Fig.A9 - Dataset delayed 4 months/ Basdline policy (for profit and DDP).

Fig.A10 - Datasat ddayed 8 months/ Basdline policy (for profit and DDP).

Fig.A1l - Dataset wrong haf / Basdine policy (for profit and DDP).

Fig.A12 - Dataset wrong double/ Basdline policy (for profit and DDP).
Order Leve

Fig.A13 - Datasat ddayed 4 months/ Basdline policy (for profit and DDP).

Fig.A14 - Dataset delayed 8 months / Basdline policy (for profit and DDP).

Fig.A15 - Dataset wrong haf / Basdline policy (for profit and DDP).

Fig.A16 - Datasat wrong double / Basdine palicy (for profit and DDP).
Dataset delayed 4 months / Dataset delayed 8 months

Fig.A17 - Prices

FigA18- QLT

Fig.A19 - Batch Size

Fig.A20 - Order Leve
Dataset wrong half / Dataset wrong double

Fig.A21 - Prices

Fig.A22- QLT

Fig.A23 - Baich Sze

Fig.A24 - Order Leve

Notations:

“D” means The two scenarios give sgnificantly different results.

“D —* means that the performance with information failure, for profit
or DDP, is worse than with the basdine palicy.

“D +* meansthat the performance with information failure, for profit
or DDP, is better than with the basdine policy.
“S’ means. The two scenarios give sgnificantly smilar results.

Exanple

Two examples of the results obtained from our team lab experiment are presented
(Fig. 2 and 3). The entire andysis can be found in [18].
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Fig. 2 — Prices, Dataset delayed 4 months / Basdline policy (for profit and DDP).

Baseline policy (10 runs)

Metric: Profit
Period 1 Period 2 Period 3 Period 4 Period 5 Period 6
D - D - D - D - D - D -

3,000,000

Pt

2,500,000 /
2,000,000 /‘//{/

1,500,000 Correct

1,000,000 /é/ Delayed 4 months
500,000

PROFI”

" /
E 0 T T T T T
g /u? Period 1 Period 2 Period3 Period4 Period5 Period 6
D EC
> -
23 = Metric: DDP
O o3 | Periodl | Period2 [ Period3 [ Period4 | Period5 | Period 6
o D - S S S S S
)
(@]
105
100 /(/l @ <
95
a
2 90
85
Correct
80 V/
ﬂ/ Delayed 4 months
75 T T T T T
Period 1 Period 2 Period 3  Period 4 Period 5 Period 6
Obsarvations.

- For profit: during the 4 months of delay, the performance was worse. Then when
the information was corrected (return to the basdine policy) the company
followed the same trend as of the correct scenario, but the gap due to the dday
could not befilled.

- For DDP: There were dight consequences that could be easily removed when the
information was corrected.
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Fig. 3- QLT; Dataset wrong double / Basdline policy (for profit and DDP).

Baseline policy (10 runs)

Metric: Profit

Period 1 Period 2 Period 3 Period 4 Period 5 Period 6

D - D - D - D - D - D -

3,000,000
2,500,000 /
2,000,000

Correc/
1,500,000 /

1,000,000

Wrong double

500,000 //
R /
0 +—g— . : :

Period 1 Period2 Period3 Period4 Period5 Period 6

Profit

K -500,000
'Q —~
>0 "
=S = Metric: DDP
> oS [ Periodl | Period2 | Period3 | Period4 | Period5 | Period6
=) D- D- D- S S S
=
105
100 /q * +
) /
o 90
8 Correct /
85
/ Wrong double
80
/,
0/
75 A
70 T T T T T
Period 1 Period 2 Period 3 Period 4 Period 5 Period 6
Obsarvations:

- For profit: After returning to the basdine policy, the company did not follow the
same trend as of the correct information. The dope is smdler. There were long-
lasting consequences.

- For DDP. There were mgor consequences that lasted even after returning to the
basdine policy. But findly the gap wasfilled.

13




4.4, Summary:

Table 2 summarizes for each dataset:

0 Which

information falure scenaio had the largest

functioning of the company (“1” means greatest impact).
0 Which metric was the most affected by afailure in each dataset.

0 Whether or not the length of delay had an influence on the results.

0 Whether or not the error 9ze had an influence on the reaults.

impact on the

A complete andyss and graphica representation of these results can be found in

[18].
Table 2 — Summary of the team experiment results.
Dataset Prices QLT Batch Size Order Level
1. Wrong double 1. Wrong double 1. Wrong haf
2. Wrong half 2. Wrong half Similar for al the
Impact 3. Delayed 8 3. Delayed 8 Then similar for: scenariog
ranking months months Wrong double
4. Delayed 4 4. Delayed 4 Delayed 8 months
months months Delayed 4 months
Metrics 1. Profit Similar for profit 1. DDP Similar for profit
sensitivity 2.DDP and DDP 2. Profit and DDP
Legglglyof Important Not important Not important Not important
Error size Important Important Important Not important

4.5. Impact graphs:

Impact graphs summarize the impact of each information failure type by dataset (Fig.

4.aand 4.b). The relative differences:

a (Profit with information falure — Profit with basdine policy) / (Profit with

basdline policy)
b. and: (DDP with information falure — DDP with basdine policy) / (DDP
with basdine policy)

are represented respectively in Fig. 4.aand 4.b.
These differences are shown using levels. [> 70%; 35 to 70%; 5 to 35%; +/- 5%; -5to0 —
35%; -35 to —70%; < -70%)]

The following notations are used in Fig. 4.aand 4.b:
D4: scenario with information delayed 4 months
D8: scenario with information delayed 8 months
Wh: scenario with information wrong half

Wd: scenario with information wrong double

14




PROFIT DDP
wWd > 70%
35t0 70%
510 35%
Baseline [ ny [ pg U Al Al =28 Al 41 58 H palps H A
Wh AR W
D4 -5t0-35% Wh
| D8 | Wh -35t0-70%
wd <-70% wd
Prices QLT Batch size  Order level Prices QLT Batch size Order level

Fig. 4.a — Fallure Impact on Profit

Fig. 4.b. — Failure Impact on DDP

4.6. Conclusons

Y

Some datasets are more sendtive than other. For example the
consequences of a problem concerning Prices are much more serious and
long lasting than when it concerns QLT. We can rank the datasets that
have been tested by decreasing sengtivity: Prices, QLT, Batch Size, Order
Leve.

Datasets have different characteristics that make them more sendtive to a
specific type of information falure. For example, a dday of 8 months has
a large impact on Profit when it concerns Prices, but no red impact when
it concerns QLT.

Profit is very sengtive to information falures. DDP react more dowly and
need long lagting and large errors to be modified.

The importance of information failure has been proved.

The importance of the length of delay, and of the error sze has been
proved.

We have sen tha different scenarios can have very different
consequences. A targeted security solution can then be designed to prevent
the most serious casesfirdt.
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